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COMPUTER NETWORKS - LABORATORY 
080
Subject:

Cisco routers. Routing using rules defined statically. Route Maps and Policy Based Routing. Redundancy routers (protocols HSRP, VRRP). Using IP SLA (Service Level Agreement).
Task A: Routing using rules defined statically
1. Static IP routing rules are defined manually by Cisco IOS administrator. Prepare two Cisco routers, connecting them as shown below. Define some loopback interfaces on routers (with unique IP addressing).
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2. In the extended version of the system can additionally connect some PCs, but for diagnostic purposes (ping) loopback interfaces would be enough.
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It will be necessary to use the ping command in such a way that the ICMP message sender IP address (source IP address of ICMP) is specified by user – to be a loopback’s IP interface ( instead of the outgoing interface of a router). The command will be then as follows:
Router # ping 200.200.200.1 source 100.100.100.1 
where is the IP address 100.100.100.1 loopback’s IP address.

Configure and enable the appropriate interfaces routers on a link between them  (IP addressing mast be configured in accordance with generally known principles).

3. Enable the IP routing: 
Router (config) #ip routing

Set a classless routing mode (non-class routing, without imposing mask size class by IP address):
Router (config) #ip classless

Since now all subsequent configuration entries regarding the routing should be supervised by monitoring the content of a routing table:

Router #show ip route

Note: The rule will appear in the table only when the interface through which the datagram should be sent is enabled and configured properly (IP addressing etc.).

4. For a given router must define routing for packet going to remote networks only, not directly connected ones (including loopback interfaces emulated by remote routers):

Router(config)#ip route 100.100.100.0 255.255.255.0 100.100.102.1

where 100,100.100.0 and 255.255.255.0 could be an address and mask of remote network, 100.100.102.1 is next gateway (another router’s interface installed “on our side”).

You can also redirect packets into local router’s interface, instead of remote IP address:
Router (config) #ip route 100.100.100.0 255.255.255.0 serial 0/0
Where 0/0 is a local serial interface (in current router). This can be used in point to point topology.
5. Static routing rule could also be defined with a custom administrative distance value (instead of default 1): 
Router (config) #ip route 100.100.100.0. 255.255.255.0 serial 0/0 150

6. Refreshing all rules in routing table: 
Router # clear ip route *

Task B: Route Maps and Policy Based Routing

1. A mechanism for imposing complex routing rules is Policy Based Routing. In one of his cases are created using the so-called. Route Maps - maps assigned to the interfaces or other points, through which the IP traffic, and can be controlled there. In Maps Route maps are specified conditions match for IP datagrams and actions (shares), which in the case of adjustment must be performed. Apart from the same IP address in the datagram processing may also be subject to data such as metrics, QoS tags or flags in the IP header (eg. Do not Fragment). It is possible to manipulate the information that defines the rules for the distribution of IP traffic in the router (eg. The exchange of address next goal datagram).

2. You need to prepare a network of two routers (as before). The task will be to use a router Route Maps mechanism instead of static routing rules. This time will be subject to filtering traffic entering physically interface - so the experience should be used as PC stations (using loopback interfaces will not be enough):
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3. To determine the addressing network Route Maps are subject to rules used previously known checklists (ACL). In this case, the ACL should describe the traffic flowing from the PC station to the network station PC containing the opposite Defining ACLs might look like this:


R1 (config) # access-list 105 permit ip 200.200.202.0 0.0.0.255


200.200.201.0 0.0.0.255

R1 (config) # access-list 105 deny ip any any

R2 (config) # access-list 105 permit ip 200.200.201.0 0.0.0.255



200.200.202.0 0.0.0.255

R2 (config) # access-list 105 deny ip any any

4. Defining the above example using the map of the ACL as follows: R1 (config) # route-map permit mapa1 10

R1 (config-route-map) #match IP address 105

R1 (config-route-map) #set interface fa 0/1 

R1 (config-route-map) #set IP next-hop 200.200.200.2

R2 (config) # route-map permit mapa1 10

R2 (config-route-map) #match IP address 105

R2 (config-route-map) #set interface fa 0/1 

R2 (config-route-map) #set IP next-hop 200.200.200.1

where is the next-hop address of another interface on the route to be chosen, ID 105 is an ACL, interface fa 0/0 interface is receiving traffic (indicated by the arrow in the figure), and the interface fa 0/1 is an interface to which traffic is redirected away (by the route map), 10 is a sequence number deciding the order of the use of maps because maps to interfaces of the router can assign multiple (lower numbers have priority, similarly as in the ACL) permit sets (as opposed to deny) the use of maps to datagrams described the rules and does not match the other (do not match these rules).

5. Finally the resulting map can be assigned to the interface: 

R1 (config) #interface Fast Ethernet 0/0 
R1 (config-if) #no ip route-cache

R1 (config-if) #ip policy route-map mapa1

R2 (config) #interface Fast Ethernet 0/0 

R2 (config-if) #no ip route-cache

R2 (config-if) #ip policy route-map mapa1

Checking the settings: Router # show ip policy

Router # debug ip policy

Router # show route-maps

Router # show access-lists
Prove action Route Maps (ping). Before carrying out the tests do not forget to remove static and RIP routing rules from the previous task. During the tests, control the number of datagrams for which the map was applied:
Router # show route-maps
Check out other possible parameters to use in determining Route Maps.

Task C: Redundancy routers - Cisco HSRP (Hot Standby Routing Protocol), VRRP (Virtual Routing Redundancy Protocol)
1. In case of failure of the discharge router segment network traffic segment is permanently shut off. To prevent this, the router can be underwritten other routers, waiting on standby. Routers are then combined in a logical group (fixed number). They share additional virtual IP address (or having additional virtual MAC addresses). One of these routers is capable of active and it currently supports virtual IP address, responding to all traffic related to it. This address (migrating between routers) will be the default gateway address for the station throughout the network segment. When the physical router working in active mode fails - migrates virtual address to the next router (which controls the protocol HSRP or VRRP).

2. Prepare two routers (R1 and R2) connecting them to the Cisco. To the same switch, connect the PC station.
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3. In two routers (R1 and R2) set up protocol HSRP: define different IP addresses of interfaces (but the same IP network), which is identical in both routers virtual address standby (also in the same IP network), different priorities standby (higher value takes precedence ) and preempt standby feature (causing that the priorities are settled immediately, or more important router returning from the accident will take back the role of active), eg .:
R1 (config) #int fa 0/1

R1 (config-if) #ip address 255.255.255.0 192.168.123.150

R1 (config-if) #standby 1 ip 192.168.123.160

R1 (config-if) #standby one priority 140

R1 (config-if) #standby 1 preempt

R2 (config) #int fa 0/1

R2 (config-if) #ip address 255.255.255.0 192.168.123.151

R2 (config-if) #standby 1 ip 192.168.123.160

R2 (config-if) #standby one priority 90
R2 (config-if) #standby 1 preempt
where 1 is the standby group number, 192,168,123,160 is a migrant routers between the virtual IP address.
Pinging the virtual interface of the router (for example 192.168.123.160). Check that the routers (R1 or R2) corresponds to ping (ICMP debug ip). Check and compare the state of the standby mechanism in routers: R1 # show standby
R2 # show standby
The switch communicating routers check the contents of the array MAC ports physically connected to the router, e.g. .:
Switch # show mac-address-table int fa 0/1

Switch # show mac-address-table int fa 0/2

4. Change the priority for standby mode interface IP router R1, so that was smaller than R2:
R1 (config-if) #standby one priority 30
wait for the message HSRP state change and re-check the MAC tables.

Or another router link should take over?

Simulate a failure of the router which is currently in active (eg. By unplugging). Do the opposite router link should take over?

5. Replace protocol Cisco HSRP VRRP protocol: After removing the HSRP routers, eg .:

R1 (config) #int fa 0/1

R1 (config-if) #no standby 1

R2 (config) #int fa 0/1

R2 (config-if) #no standby 1

similarly as in the previous case, specify the virtual IP address, and the priority characteristic preempt both for VRRP routers:
R1 (config) #int fa 0/1

R1 (config-if) #vrrp 1 ip 192.168.123.160

R1 (config-if) #vrrp one priority 110

R1 (config-if) #vrrp 1 preempt

R2 (config) #int fa 0/1

R2 (config-if) #vrrp 1 ip 192.168.123.160

R2 (config-if) #vrrp one priority 100
R2 (config-if) #vrrp 1 preempt


Check the operation of VRRP by performing a set of diagnostics as in the case HSRP. Checking the status of the VRRP router:
R1 # show vrrp

R2 # show vrrp

6. Both protocols allow mutual authentification pages (routers). To run this mechanism should be prepared in a common key routers and order its use with HSRP or VRRP. Example (for VRRP, for example, router R2 will be identical here):

R1 (config) #key key chain

R1 (config-keychain) # key 1

R1 (config-keychain-key) # key-string key

R1 (config-keychain-key) #exit

R1 (config-keychain) #exit

R1 (config) #int fa 0/1

R1 (config-if) #vrrp 1 MD5 authentication key-chain key

7. An important reason for switching to the backup router does not have to be only the failure. For example - if the WAN link for this router will be destroyed - also change the router. Therefore it is possible to track a variety of events and their consequences influence through VRRP priority. The following example assumes that the state of the interface fa 0/0 connected to the WAN is subject to tracking. When it comes to WAN link failure - will switch the router using VRRP priority adjustments.

Defining the tracing process (id 1):
R1 (config) #track 1 int fa 0/0 line-protocol
Taking into account the result of the tracking in VRRP:
R1 (config) #int fa 0/1

R1 (config-if) #vrrp 4 track 1 decrement 20
where 20 is the value by which the priority of the router will be reduced (causing a possible switch to the standby router)

Perform experience involving the checking of this mechanism in practice. 

Task D: Configure the IP SLA (Service Level Agreement)

1. The current point should be performed using a router to support IP SLA.

In the Cisco IOS, there is a platform (IP SLA) allows routers running through a variety of diagnostic computer networks. Configuring IP SLA is to determine troubleshooting steps router automatically performs (eg. Check the activity of the remote host by sending an ICMP echo request at regular intervals). Then you can specify the actions that the consequences of these actions are to be taken. In the following example will be conducted to monitor the activity of the remote host 200.200.200.1. In case of failure of the host configuration will force the activation of additional routing rules allow the omission of the damaged host and releasing an alternative road traffic datagram (in the figure: the 200.200.200.2).
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Example of configuring IP SLA to such behavior (for Cisco IOS 12.3):
Router (config) #ip sla monitor 5

Router (config-monitor-SLA) #type echo protocol ip icmp Echo 200.200.200.1 source-interface FastEthernet0 / 0







Router (config-monitor-SLA) #timeout 1000

Router (config-monitor-SLA) #threshold 2

Router (config-monitor-SLA) #frequency 3

Router (config-monitor-SLA) #exit

Router (config) #ip sla monitor schedule 5 life forever start-time now
where 5 is the number of precisely-defined IP SLA monitoring operation.
Note: In newer versions of Cisco IOS (from 12.4) IP SLA commands have changed. Then the equivalent of the example above will be as follows:
Router (config) #ip sla 5
Router (config-sla-monitor) # icmp-echo-source 200.200.200.1 interface FastEthernet0 / 0




Router (config-monitor-SLA) #timeout 1000

Router (config-monitor-SLA) #threshold 2

Router (config-monitor-SLA) #frequency 3

Router (config-monitor-SLA) #exit

Router (config) #ip sla schedule 5 life forever start-time now

Example configure the behavior will be as follows (default routing rule will lead to host 200.200.200.1 when it is active, otherwise - to the host 200.200.200.2)
Router (config) #track 11 rtr 5 reachability

Router (config) #ip route 0.0.0.0 0.0.0.0 200.200.200.1 track 11

Router (config) #ip route 0.0.0.0 0.0.0.0 200.200.200.2 7
where rtr is a Response Time Reporter (active monitoring intervals), 7 is the administrative distance and 11 is defined tracking object (which is to be considered when configuring a conditional response to a result of tracking)

Note: The change in the administrative distance second rule 7 will cause the forwarding table will be the first priority, conditional rule (with the native administrative distance value equal to 1) - as far as is permitted by this array by track.
Checking the settings:
Router # show track

Router # show ip sla monitor operational-state 1

Router # show ip sla monitor statistics
Router # debug ip routing

Build and test the structure described use Cisco IP SLA (simulating crash tracked host and observing its effect).
